
A Domain-Knowledge-Inspired Music Embedding Space and a Novel Attention
Mechanism for Symbolic Music Modeling

Zixun Guo1* †, Jaeyong Kang1, Dorien Herremans1

1 Information Systems Technology and Design, Singapore University of Technology and Design, Singapore
{nicolas guo, jaeyong kang, dorien herremans}@sutd.edu.sg

Abstract

Following the success of the transformer architecture in the
natural language domain, transformer-like architectures have
been widely applied to the domain of symbolic music re-
cently. Symbolic music and text, however, are two differ-
ent modalities. Symbolic music contains multiple attributes,
both absolute attributes (e.g., pitch) and relative attributes
(e.g., pitch interval). These relative attributes shape human
perception of musical motifs. These important relative at-
tributes, however, are mostly ignored in existing symbolic
music modeling methods with the main reason being the lack
of a musically-meaningful embedding space where both the
absolute and relative embeddings of the symbolic music to-
kens can be efficiently represented. In this paper, we propose
the Fundamental Music Embedding (FME) for symbolic mu-
sic based on a bias-adjusted sinusoidal encoding within which
both the absolute and the relative attributes can be embedded
and the fundamental musical properties (e.g., translational in-
variance) are explicitly preserved. Taking advantage of the
proposed FME, we further propose a novel attention mech-
anism based on the relative index, pitch and onset embed-
dings (RIPO attention) such that the musical domain knowl-
edge can be fully utilized for symbolic music modeling. Ex-
periment results show that our proposed model: RIPO trans-
former which utilizes FME and RIPO attention outperforms
the state-of-the-art transformers (i.e., music transformer, lin-
ear transformer) in a melody completion task. Moreover, us-
ing the RIPO transformer in a downstream music generation
task, we notice that the notorious degeneration phenomenon
no longer exists and the music generated by the RIPO trans-
former outperforms the music generated by state-of-the-art
transformer models in both subjective and objective evalua-
tions. The code of the proposed method is available online1

1 Introduction
The transformer architecture (Vaswani et al. 2017) has re-
cently achieved remarkable successes in the natural lan-
guage domain. Since symbolic music and text are both se-
quential, the transformer architecture, with its ability to han-
dle global structures, has gradually replaced the recurrent
neural network (RNN) and its variants (e.g., GRU, LSTM)
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Figure 1: Sheet music and the event representation of the
jazz standard “Giant Steps”. Rich musical domain informa-
tion (i.e., motif) is reflected in the relative attributes.

in sequential modeling (Huang et al. 2019; Hsiao et al. 2021;
Huang and Yang 2020; Herremans, Chuan, and Chew 2017;
Briot, Hadjeres, and Pachet 2020). Inspired by the language
pretraining models such as Word2Vec and BERT (Mikolov
et al. 2013; Devlin et al. 2019), several attempts have been
made to discover the semantic meaning of the symbolic mu-
sic tokens (SMTs) (Zhu et al. 2021; Wang and Xia 2021;
Liang et al. 2020). Symbolic music and text, however, are
different modalities. Simply adapting the transformer-based
language modeling or pretraining techniques to the symbolic
music domain will lead to the loss of rich inductive biases of
music (i.e., music domain information) and does not guaran-
tee that the trained embedding space accurately models the
fundamental music properties. We use the first few bars of
the jazz standard: “Giant Steps” as an example to better illus-
trate the difference between symbolic music and text in Fig-
ure 6. In the Figure, we include the sheet music and the most
basic form of the event-based representation of the sheet mu-
sic which contains a series of pitch, duration and onset to-
kens. The index (i.e., ordering) of the tokens is also included.
For simplicity, the performance level attributes (e.g., veloc-
ity, timbre) are omitted.

We start by listing three main differences in modeling lan-
guage versus symbolic music. Firstly, since the transformer
is not position-aware, a common practice to indicate the po-
sitions of the texts is to use an index-based sinusoidal po-
sitional encoding (Vaswani et al. 2017). The index-based
positional encoding, however, is not able to fully capture
the positioning of the symbolic music since the position-
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ing of SMTs by nature is onset-and-beat-based. For exam-
ple in Figure 6, describing the position of the first D note
as “the note at the 3rd beat of the 1st bar” is more precise
than “the 2nd note in the note sequence”. Secondly, a trans-
lational invariance property should exist in a musical em-
bedding space which cannot be guaranteed using common
language pretraining techniques (Mikolov et al. 2013; De-
vlin et al. 2019) or end-to-end trainable embeddings. For
example, the distance (interval) between any pitch pairs a
major second apart (e.g., C4 and D4; F4 and G4) in the
embedding space should be unique and identical. Thirdly,
it is noteworthy to mention the importance of the relative
onset and pitch attributes which shape the human percep-
tion of musical motifs. For instance, the core mechanism
of the motif-discovering algorithm COSIATEC (Meredith,
Lemström, and Wiggins 2002) is based on the relative pitch
and onset. A cognitive study (Creel and Tumlin 2012) also
came to a similar conclusion that humans perceive music
“incrementally” which confirms the importance of the rela-
tive attributes of music. For example, the relative attributes
of the example music (i.e., relative pitch, onset and index)
are obtained by calculating the self-distance matrices and are
shown in Figure 6 a, b and c respectively. The iconic mo-
tif is hence revealed in the identical sub-matrices (labelled
in green) of the relative onset and pitch attributes. The rel-
ative index attribute indicates the relative positions of the
SMTs yet provides little domain information of the music
as compared to the relative pitch and onset. Using common
language modeling techniques where only the absolute at-
tributes (i.e., pitch, duration and onset) are included as in-
put, however, would not reveal this important domain infor-
mation. For transformers to include this important musical
inductive bias, these relative attributes along with the origi-
nal attributes need to be embedded. Yet, designing or train-
ing such musically-meaningful embedding space where the
absolute embeddings (e.g., embeddings for pitch) and rela-
tive embeddings (e.g., embeddings for intervals) exist con-
currently is nontrivial. Hence, existing transformer architec-
tures designed for symbolic music either discard this im-
portant inductive bias (Hsiao et al. 2021; Huang and Yang
2020) or apply an end-to-end trainable relative embedding
solely on the relative index (Figure 6 c) during relative at-
tention calculation (Huang et al. 2019). Huang et al. (2019),
however, did mention the use of the relative pitch and onset
embeddings but declared the method “not scalable beyond
the J.S. Bach chorale dataset”. Even though additional train-
able embeddings of relative pitch and onset can be included
and trained end-to-end, the relationship between the relative
and the original embedding space remains unexplainable.

In this paper, we introduce the Fundamental Music Em-
bedding (FME), a domain-knowledge-inspired embedding
space within which the embeddings of musical tokens (e.g.,
pitch) and their relative embeddings (e.g., interval) co-exist
and the fundamental music properties are preserved explic-
itly. Inspired by the distance-aware and easy-to-transpose
property of the position encoding (PE) function (Vaswani
et al. 2017), we utilize the deterministic sinusoidal encod-
ing (SE) function of the PE as the backbone of the FME
and propose to add trainable biases to the SE such that the

FME spaces of different types of SMTs (e.g., pitch, dura-
tion) and the relative embeddings (e.g., interval and time
shift) can be easily distinguished. We further take advantage
of the FME and propose a novel attention mechanism that
captures the relative index, pitch and onset (RIPO attention)
for transformer-based symbolic music modeling.

In our extensive experiments, our proposed model: RIPO
transformer which utilizes FME and RIPO attention outper-
forms the state-of-the-art (SOTA) transformers (i.e., music
transformer and linear transformer) equipped with various
embedding methods in a melody completion task in terms of
cross-entropy loss. In a downstream music generation task,
our proposed RIPO transformer successfully tackles the no-
torious degeneration problem. The music generated by the
RIPO transformer also outperforms those generated by the
baseline models in both subjective and objective evaluations.

2 Related Work
2.1 Semantically-meaningful music embedding

spaces
The spiral array model (Chew 2000) is a tonality model that
models the relationship between notes, chords and key cen-
tres in a 3-dimensional space. Moving to the deep learning
era where symbolic music is often modelled by RNN archi-
tectures (Eck and Schmidhuber 2002; Oore et al. 2020; Guo,
Makris, and Herremans 2021; Chuan and Herremans 2018),
the main approach to embed music tokens is to use one-
hot or multi-hot encoding. In one-hot embedding spaces, the
embedded vectors are orthogonal to each other. Yet, each
one-hot embedded vector is equidistant from all other vec-
tors in the embedding space thus causing ambiguity. Repre-
senting the relative embeddings of musical attributes (e.g.,
pitch interval) in one-hot embedding spaces is non-trivial.
To represent the relative embeddings, one has to utilize rota-
tional matrices to distinguish different one-hot vector pairs
or use convolutional neural networks to capture the intervals
between pitches (Chuan and Herremans 2018). The size of
one-hot or multi-hot embeddings, however, will grow with
an increasing input vocabulary size and the sparse represen-
tation will negatively affect the computational efficiency.

With the advent of language pretraining tech-
niques (Mikolov et al. 2013), similar attempts have been
made to discover the semantic meaning of music (Chuan,
Agres, and Herremans 2020; Huang 2016; Hirai and
Sawada 2019). Variational autoencoders (VAE) have also
been utilized to extract latent representations of symbolic
music (Wang et al. 2020; Roberts et al. 2018). For example,
the shared embedding space between pitch and duration of
the PianotreeVAE (Wang et al. 2020) has been analyzed and
translational invariance of note duration, as well as regular
pitch patterns, are observed which conveys the fundamental
music properties. These methods mostly operate on a higher
level (i.e., melody, chord). In this paper, however, we aim to
discover the semantic representation of symbolic music on
a more fundamental level (i.e., note-level).

In recent years, transformer-like architectures have be-
come a game-changer in sequential modeling. The music
transformer (Huang et al. 2019) is the very first work that uti-



lizes relative attention (Shaw, Uszkoreit, and Vaswani 2018)
for music generation. It utilizes one-hot embeddings to en-
code the SMTs. Huang et al. (2019) emphasize the impor-
tance of the relative attributes of symbolic music and a novel
“skewing” operation is proposed to efficiently calculate the
relative index embedding (Figure 6c) for symbolic music se-
quences. In this paper, we aim to further improve the relative
attention calculation mechanism by taking into account the
relative pitch and onset embedding (Figure 6a, b) which pro-
vides more musical domain information and can be directly
inferred from our proposed FME without involving addi-
tional trainable embedding spaces. The music transformer
has been extended to a conditional generation model (Choi
et al. 2021). In (Huang and Yang 2020), a novel REMI
representation of symbolic music has been proposed and
the original transformer architecture has been replaced with
transformer-XL (Dai et al. 2019) to deal with the extra-long
music sequences. The REMI representation has further been
improved (Hsiao et al. 2021) and a linear transformer ar-
chitecture (Katharopoulos et al. 2020) is utilized to increase
computation efficiency. Huang and Yang (2020); Hsiao et al.
(2021) utilize end-to-end trainable embeddings for symbolic
music tokens and the relative attributes of symbolic mu-
sic are no longer utilized. By studying the trained embed-
ding spaces, we notice that the translational-invariance prop-
erty of symbolic music cannot be observed. Several meth-
ods have been proposed to use BERT-like architectures to
achieve contextualized music representation learning (Liang
et al. 2020; Zhu et al. 2021; Wang and Xia 2021). Even
though promising results have been achieved in downstream
MIR tasks, interpreting the raw embedding spaces and the
contextualized embeddings is challenging and the relative
embeddings of symbolic music cannot be represented ex-
plicitly. Whereas in our proposed FME, the fundamental
music properties can be interpreted and the relative embed-
dings can be directly inferred.

2.2 Sinusoidal encoding
We review the sinusoidal encoding (SE), also known as
the positional encoding proposed by Vaswani et al. (2017)
on which our Fundamental Musical Embedding (FME) is
based. The SE is able to transform an index-based sequence:
I : {0, ..., n − 1} into a sequence of vectors that conveys
the index order in a d-dimensional space EI ∈ Rn×d.
As a result, the transformer becomes position-aware. The
SE has the following properties: 1. The L2 distance be-
tween token pairs in the embedding space is translational-
invariant; 2. Any token in the embedded space can be con-
verted to any other token using a deterministic linear oper-
ation; 3. The embedding space is continuous such that SE
can be interpolated and extrapolated to other non-integer
or negative inputs. We find the first property useful in de-
signing a musically-meaningful embedding space. Since
we aim to represent both the absolute and relative embed-
ding in the FME, the second property provides a promising
blueprint. Moreover, the third property facilitates the tran-
sition from index-based position encoding for text to the
proposed onset-and-beat-based positional encoding for sym-
bolic music.

3 Fundamental Music Embedding
A basic symbolic music sequence of length n is de-
fined as a series of pitch (p), duration (d) and onset (o)
triplets: {(p1, d1, o1), ...(pn, dn, on)}. This sequence can be
regrouped into three subsequences for pitch, duration and
onset respectively: P : {p1, ..., pn}, D : {d1, ..., dn},
O : {o1, ..., on}. See Figure 6 for a detailed example.
More generally, we define such subsequences as sequences
of fundamental music tokens (FMTs) F : {f1, ..., fn}.
The relative attribute of FMT is defined as dFMT: ∆F :
{min(F ) − max(F ), ...,max(F ) − min(F )} which rep-
resents all the possible relative differences in F . We define
P,D,O, F ∈ Rn×1 as the vector representation of their re-
spective token type. The embedding function for FMT: F
is defined as the Fundamental Music Embedding function
(FME) FMEF : Rn×1 → Rn×d. The embedding function
for dFMT is defined as the Fundamental Music Shift (FMS).
In other words, FME represents the absolute embedding and
FMS represents the relative embedding. The FMTs, FMSes
and FMEs should observe the following properties in order
to preserve the fundamental musical properties:

1. Translational invariance: |fa − fb| = |fc − fd| ⇒
‖FMEF (fa) − FMEF (fb)‖2 = ‖FMEF (fc) −
FMEF (fd)‖2,∀fa, fb, fc, fd ∈ F

2. Transposability: FMEF (fa+k) =
G(FMEF (fa), FMSF (k)), where G is a linear
function and k ∈ ∆F represents the transpose value.
FMSF should be directly inferrable from the FMEF .

3. Separability: in the FME space, different types of embed-
ded FMTs (e.g., embeddings of pitch and duration) and
their relative embeddings (e.g., embeddings of interval
and time shift) should be well separated.

We use a type of FMT: pitch (p) as an example to in-
terpret the properties listed above. Property 1 preserves the
interval relationship among any pitch pairs in the embed-
ding space such that any pitch pair with the same interval:
|a − b| or |c − d| will have the same L2 distance in the em-
bedding space. In other words, distance in the FME relates
to musical intervals. Property 2 indicates that there exists an
explicit representation of relative embeddings (i.e., embed-
dings of pitch intervals) and these relative embeddings can
be utilized to transpose one pitch to another in the embed-
ding space. For instance, a relative pitch embedding of an
“ascending major third” can be utilized to transpose each
pitch by a major third in the embedding space. As opposed
to FMTs, there also exists non-FMTs (e.g., the ‘pad’ token)
which do not contain the aforementioned 3 properties. For
these non-FMTs, a normal end-to-end trainable embedding
will be applied.

We start by formulating our proposed FME. A d-
dimensional Fundamental Music Embedding function
FMEF for FMT f ∈ F is defined in Equation 3. For sim-
plicity, FMEF is abbreviated as FME where F represents
the type of FMT (e.g., pitch, duration). It consists of a to-
tal of d

2 sub-components Pk(f) which are defined in Equa-
tion 2. The sub-component Pk(f) consists of a sinusoidal
vector:[sin(wkf), cos(wkf)] where wk is an exponentially



decreasing function controlled by a base value: B defined in
Equation 1 and a trainable bias vector: [bsink, bcosk]. To ob-
tain multiple types of FME for various types of FMTs (e.g.,
pitch, duration), a different base value B can be chosen for
wk. Due to the nature of the Fourier transform and the expo-
nential function, the sinusoidal vectors for different types of
FME in Equation 2 will always be orthogonal to each other,
thus fulfilling Property 3 (Separability) in Section 3. The
key difference between the positional encoding (Vaswani
et al. 2017) and the proposed FME is the usage of train-
able bias terms. The purpose of using trainable bias terms is
also to ensure Property 3 (Separability) since different types
of FMTs will be separable in the embedding space by the
biases. A detailed proof for Property 1 (Translational Invari-
ance) in Section 3 is provided in the Appendix.

wk = B− 2k
d (1)

Pk(f) = [sin(wkf) + bsink, cos(wkf) + bcosk] (2)

FME(f) = [P0(f), ..., Pk(f), ...P d
2−1(f)] (3)

From the FME space, the relative embeddings FMS for
the relative attribute (i.e., transpose value) dFMT ∆f ∈ ∆F
can be explicitly represented. Similarly, we define a sub-
component of FMS: Ak(∆f) in Equation 4. Note that the
same exponentially decreasing function wk is utilized but
the trainable bias vector is not included. The FMS is formed
by concatenating its sub-componentsAk(∆f) and is defined
in Equation 5. The FMS can be utilized to transpose embed-
ded music tokens in the FME space thus fulfilling Property
2 (Transposability) in Section 3. A detailed proof of this is
provided in the Appendix.

Ak(∆f) = [sin(wk∆f), cos(wk∆f)] (4)

FMS(∆f) = [A0(∆f), ..., Ak(∆f), ...A d
2−1(∆f)] (5)

4 RIPO attention: attention mechanism that
uses relative index, pitch and onset

embeddings
In this section, we formulate a novel attention mechanism
calibrated to symbolic music modeling which incorporates
explicit relative index, pitch and onset in the attention calcu-
lation (RIPO attention). The current proposed architecture
supports monophonic music and we aim to extend this to
a polyphonic setting in the future. The architecture of the
RIPO attention layer is shown in Figure 2. Compared to a
multi-head attention layer or relative global attention layer,
the RIPO attention layer is improved in 2 ways: 1. To better
reflect the nature of the onset-and-beat based symbolic mu-
sic data, two additional positional encodings (PE) based on
onset and beat attribute have been added in addition to the
original index-based positional encoding. 2. To better reflect
the implicit structure of symbolic music, relative onset and
pitch embeddings are integrated during attention calculation
in addition to the relative index embedding used in the music
transformer (Huang et al. 2019).

Following the notation from Section 3, we represent a
basic symbolic music sequence with length n as: P,D,O

where P,D,O ∈ Rn×1 represents pitch, duration and onset
respectively. The index (i.e., ordering) of the sequence is de-
fined as I = {0, ..., n − 1}. The calibrated PE for symbolic
music is illustrated in Equation 6 where PEi is the original
index-based positional encoding of the transformer and i in-
dicates the PE is applied to the indices. We propose to add
two additional PEos based on the absolute onset O and the
musical beat O%beat. Here, beat represents the number of
beats per bar, o indicates the PE is applied for onsets. The
modulo operation % acts like a ‘metronome’.

PE = PEi(I) + PEo(O) + PEo(O%beat) (6)

The input to the RIPO transformer is defined in Equa-
tion 7 where FMEP and FMED are the proposed FME
for pitch and duration respectively. Since we only focus on
monophonic music modeling for now, the onset sequence
O can be ignored as the onsets for monophonic music can
be obtained by calculating the cumulative sum of the dura-
tion input. We use Wp and Wd to represent the two train-
able linear layers and ⊕ is a vector concatenation operation.
The input is further projected to the query (Q), key(K) and
value(V ) vectors using three trainable linear layers: WQ,
WK , WV in Equation 8.

input = WpFMEP (P )⊕WdFMED(D) + PE (7)

Q,K, V = WQinput,WKinput,WV input (8)
The RIPO attention calculation is defined in Equation 9-

11. The relative attention logits: SPrel and SOrel for pitch and
onset are obtained in Equation 9-10.FMSP andFMSO are
two different types of relative embeddings for relative pitch
and onset which can be directly inferred from their respec-
tive FME space. W rp and W ro are 2 trainable linear layers
and are applied to the relative pitch and onset embeddings
respectively. The output of the attention layer is defined in
Equation 11 where we inherit the skewing operation to cal-
culate the relative index embedding: Sirel from Huang et al.
(2019). Dh represents the number of hidden dimensions per
attention head (Vaswani et al. 2017).

SPrel = Q[W rpFMSP (P − PT )]T (9)

SOrel = Q[W roFMSO(O −OT )]T (10)

output = softmax(
QKT + Sirel + SPrel + SOrel√

Dh

)V (11)

5 Experimental setup
5.1 Dataset and pre-processing
To validate the effectiveness of the proposed RIPO trans-
former which utilizes FME and RIPO attention for symbolic
music modeling, we start from the basics and use mono-
phonic symbolic music datasets for training. In future re-
search, we aim to extend the current architecture into a poly-
phonic setting. We define the training objective as a melody
completion task (i.e., next-note prediction) which can be
used as a music generation model subsequently. We have
collected 10,199 pieces of music with a time signature of



Figure 2: RIPO attention layer.

4/4 from the TheoryTab1 and Wikifonia dataset2, and ran-
domly selected 90% for training and 10% for testing. All
data are transposed into the key of C major or A minor to
reduce complexity. The maximum sequence length allowed
is 246 and music sequences shorter than this will be padded
in the end. We limit the smallest duration quantization unit
to be a 16th note (duration value: 0.25) and the largest dura-
tion to be a whole note (duration value: 4.0). Hence, a total
of 16 unique duration units will be included in the duration
dictionary. Duration tokens with values greater than a whole
note are represented with a ‘sustain token’ which is a non-
FMT token to mimic the behaviour of a musical tie and to
reduce the vocabulary size for duration tokens. For instance,
a music token [(C4, 5.0)] will be split into two tokens: [(C4,
4.0), (sustain, 1.0)].

5.2 Baseline models and embeddings
We choose two transformer models for symbolic mu-
sic modeling as the baseline models: 1. music trans-
former (Huang et al. 2019) which utilizes relative index
embeddings (Shaw, Uszkoreit, and Vaswani 2018) during
attention calculation; 2. linear transformer (Katharopoulos
et al. 2020) which is utilized in the compound-word trans-
former (Hsiao et al. 2021). As our dataset is monophonic
and less complex, we notice using 2 attention layers results
in the lowest training and testing loss for both the baselines
and our proposed model and hence keep 2 attention layers
for all the models. Moreover, to validate the effectiveness of
the proposed FME and FMS, we choose 3 types of embed-
ding as our baselines: 1. OH: one-hot encoding; 2. WE: end-
to-end trainable word embedding; 3. W2V: pretrained word
embedding using Word2Vec pretraining method (Mikolov
et al. 2013); 4.W2V freeze: same as W2V but frozen during
training. We use a window size of 2 and 4 negative tokens
per positive token to pretrain the W2V embedding (Mikolov

1https://www.hooktheory.com/theorytab
2http://www.synthzone.com/files/Wikifonia/

Table 1: Cross entropy (CE) loss comparison by ablating
each relative embedding and each positional encoding.

No. Sorel Sprel Sirel PE(O) PE(O%beat) CEp CEd CEsum

1 3 3 7 3 3 1.463 0.935 2.398
2 3 7 3 3 3 1.451 0.931 2.381
3 7 3 3 3 3 1.630 1.056 2.686
4 7 7 3 3 3 1.626 1.053 2.679

5 3 3 3 7 3 1.477 0.936 2.413
6 3 3 3 3 7 1.466 0.936 2.402
7 3 3 3 7 7 1.466 0.933 2.400

8 3 3 3 3 3 1.440 0.927 2.367

et al. 2013). The cross-entropy (CE) losses for the pitch to-
ken, duration token, as well as the total losses will be com-
pared. The implementation details (e.g., hyper-parameters)
are provided in the Appendix.

5.3 Music generation and listening test setup

We utilize the trained models in a downstream music gen-
eration task. We select the first 2 bars of music as the seed
inputs from every song in the test set and generate a total of
16 bars of music for each seed input. We observe a serious
degeneration phenomenon (Holtzman et al. 2019) using the
baseline models. To be more specific, the generated music
easily falls into endlessly repeating loops which conforms
to the observation from the compound word transformer on-
line code repository. To offset this, we utilize temperature-
controlled top-k and top-p sampling during music genera-
tion. Besides the subjective evaluation, a listening test which
includes 25 participants is conducted to compare the gener-
ated results (30 pieces of music) from the RIPO transformer
and the best baseline model with the same seed inputs. The
participants are required to rate the music snippets on the
following aspects on a 5-point Likert scale: 1. the overall
enjoyment; 2. the correctness in terms of pitch; 3. the cor-
rectness in terms of duration; 4. the interestingness of the
generated music.



6 Results
6.1 Onset-and-beat-based PE and RIPO attention
We evaluate the effectiveness of the proposed RIPO atten-
tion and the onset-and-beat-based position encoding via an
ablation experiment. In Table 1, we first ablate the relative
embeddings in Models No.1-4 and ablate the positional em-
beddings in Models 5-7 subsequently and the cross entropy
losses (CE loss) of these models are reported. Note that the
original index-based position encoding PEi is kept for all
models. Table 1 confirms the effectiveness of our approach
as the proposed RIPO transformer (Model No. 8) with the
most inductive biases (i.e., all the proposed relative embed-
dings and positional encodings) achieves the lowest CE loss
on the test set.

6.2 RIPO transformer+FME versus baseline
models

Table 2 shows that our proposed RIPO transformer which
utilizes the proposed FME and the RIPO attention mecha-
nism has outperformed all baseline transformers equipped
with different embedding methods in a melody comple-
tion task in terms of CE loss. Additionally, we have two
novel findings. Firstly, unlike recent transformer architec-
tures (Hsiao et al. 2021; Huang and Yang 2020) where end-
to-end trainable embeddings are applied to the musical to-
kens, we notice that replacing these embeddings with one-
hot embedding will result in lower CE losses for both mu-
sic transformer (MT) and linear transformer (LT). Secondly,
MT outperforms LT regardless of embedding methods in
general. This may be caused by the additional use of rela-
tive index embeddings.

To examine whether the translational invariance property
exists in the embedding space, the self-distance matrices
of the embedded musical tokens using different embedding
methods are calculated and plotted in Figure 3. More specifi-
cally, a self-distance matrix is obtained by calculating the L2
distance for all embedded token pairs: ‖E(X) − E(X)T ‖2
where X are pitch or duration tokens arranged in increasing
orders and E is an embedding function. Results in Figure 3
show that the translational invariance property only holds for
the proposed embedding function: FME and one-hot embed-
ding. More specifically, L2 distances of tokens pairs along
the main diagonal direction (red arrows in Figure 3 f) remain
the same for FME and one-hot encoding but differ for other
end-to-end trainable embeddings. This might be one of the
reasons that FME and one-hot embeddings outperform other
embedding methods in Table 2. Yet, any two one-hot vectors
(except two identical ones) are equidistant in the embedding
space. Hence Figure 3 e shows a uniform color except for
the diagonal. This does not reflect distances between differ-
ent pitch pairs. For example, the distance between C4 and E4
and the distance between C4 and G5 are considered equal in
the one-hot embedding space.

6.3 Demystifying the ‘endless loop’ problem
during music generation

In text-generation tasks, texts sampled from trained lan-
guage models have been observed to fall into endlessly-

Figure 3: Self-distance matrices of the embedded pitch and
duration tokens using different embedding methods.

repeating patterns which is also known as ‘degenera-
tion’ (Holtzman et al. 2019). This phenomenon has also been
observed in music generation tasks (Hsiao et al. 2021). In
our experiment, we observe the same degeneration effect in
the results generated from the baseline models but not our
proposed models. Since the MT consistently outperforms LT
in terms of CE loss in Table 2, we use Models No.1-4 in
Table 2 as the baseline models to illustrate the degeneration
phenomenon. A seq−rep−n attribute (Welleck et al. 2020)
(ratio of non-unique n-grams to all n-grams) can be calcu-
lated to reflect the degeneration level. By setting n = 4, we
calculate the seq − rep − 4 attribute of the generated mu-
sic from different models (using top k and top p sampling
with the same sampling temperature of 1.0) and the ground
truth in Table 3. In Table 3, we observe unnaturally high
seq − rep − 4 values from the baseline modes regardless
of embedding methods whereas our proposed model has the
closest seq− rep attribute to the ground truth. To further in-
vestigate the degeneration phenomenon, the step-wise prob-
abilities assigned to the sampled tokens generated by differ-
ent models and humans (ground truth) averaged for the same
10 melodic seeds are plotted in Figure 4. It can be observed
that the baseline models assign unnaturally high probabil-
ities with low variance for sampled tokens across all time
steps whereas the proposed RIPO transformer assigns prob-
abilities similar to the ground truth (human). Hence, we may
conclude that the proposed RIPO transformer can effectively
tackle the degeneration problem. In order to make more fair
comparisons of the objective and subject evaluation of the
generated music, we use top-k sampling with sampling tem-
perature = 1.2 for the baseline models such that the baseline
models will have similar seq − rep attributes to the ground
truth while the sampling temperature for our proposed RIPO
transformer remains to be 1.0.

6.4 Evaluation of the generated music quality
To reflect the music quality in objective tests, we use the fol-
lowing metrics: 1. the KL-divergence of the pitch (KLp) and
the duration (KLd) generated by different models compared



Table 2: Model comparison and the objective metrics of the generated music. We use MT and LT to refer to music trans-
former and linear transformer respectively. WE, W2V, and OH stands for word embedding, word2vec, and one-hot encoding
respectively. KL, ISR, and AR stands for KL divergence, in-scale ratio, and arpeggio ratio respectively.

model configuration test loss objective evaluation

No. Embed. method Model Sorel Sprel Sirel PEo PEb CEp CEd CEsum KLp KLd ISR AR

1 WE MT 7 7 3 7 7 1.452 0.956 2.408 0.014 0.039 0.973 0.036
2 W2V MT 7 7 3 7 7 1.482 0.979 2.461 0.016 0.036 0.970 0.039
3 W2V freeze MT 7 7 3 7 7 1.484 0.974 2.458 0.016 0.035 0.966 0.038
4 OH MT 7 7 3 7 7 1.450 0.954 2.405 0.015 0.035 0.969 0.038

5 WE LT 7 7 7 7 7 1.810 1.133 2.943 0.026 0.040 0.971 0.032
6 W2V LT 7 7 7 7 7 2.014 1.228 3.242 0.030 0.067 0.975 0.023
7 W2V freeze LT 7 7 7 7 7 3.008 1.663 4.670 0.056 0.098 0.996 0.006
8 OH LT 7 7 7 7 7 1.758 1.122 2.880 0.041 0.033 0.972 0.031

9 FME (ours) RIPO (ours) 3 3 3 3 3 1.440 0.927 2.367 0.011 0.024 0.981 0.049

Table 3: Comparison of seq rep attributes.

Model sampling
method

sampling
temperature

seq rep 4
pitch

seq rep 4
duration

MT+WE

top p = 0.9 1.0

0.713 0.809
MT+W2V 0.668 0.788
MT+W2Vfreeze 0.666 0.782
MT+OH 0.697 0.791
RIPO+FME (ours) 0.294 0.535
MT+WE

top k = 5 1.0

0.567 0.678
MT+W2V 0.501 0.644
MT+W2Vfreeze 0.512 0.654
MT+OH 0.531 0.666
RIPO+FME (ours) 0.310 0.440
ground truth data - - 0.328 0.536

Figure 4: Step-wised probability assigned for different mod-
els and human (ground truth) during generation.

to the ground truth. We apply Kernel Density Estimation us-
ing Gaussian kernels to the pitch and duration histograms in
order to estimate the probability distribution; 2. the in-scale
ratio (ISR) of the generated pitches. Since the dataset is
transposed to C major and A minor before training, ISR is
calculated as the ratio of pitches in the C major scale; 3. the
arpeggio ratio (AR) is calculated as follows. We first split
the generated music into 4-grams. In the resulting 4-grams,
we obtain the number of the 4-grams with similar duration
(max. 1 different duration token) and monotonically increas-
ing or decreasing pitches (interval less than a perfect 4th).
AR is calculated as the number of these 4-grams divided
by the total number of 4-grams. The resulting metrics are

listed in Table 2. From the results, we observe that our pro-
posed model almost consistently outperforms the baseline
models except Model No.7 in terms of ISR. The AR of
Model No.7, however, is extremely low compared to other
models. Since the metrics of the MT models consistently
outperform those of the LT models, we choose Model No.1
(with the best objective metrics) as the best baseline model
and use the results from Model No.1 in the listening test to
compare with the results from Model No.9 (ours).

The results of the listening test are shown in Table 4. The
metrics are obtained by taking the average of ratings across
all participants. We observe that our proposed model out-
performs the best baseline model in all 4 subjective metrics,
indicating that RIPO transformer is able to generate music
with better quality than existing SOTA transformers.

Table 4: Listening test (RIPO transformer and best baseline
model). Ratings are based on a 5-point Likert scale.

Model overall rating interestingness pitch correction duration correction

MT+WE 2.80 2.94 2.97 2.95
RIPO+FME 3.57 3.52 3.43 3.37

7 Conclusion
We propose a musically-meaningful embedding function:
Fundamental Music Embedding (FME), which is based on
a bias-adjusted sinusoidal encoding, and within which both
the absolute and relative embedding co-exist and can be
represented explicitly. Moreover, we propose a novel atten-
tion mechanism for symbolic music modeling that utilizes
relative index, pitch and onset embeddings (RIPO atten-
tion). The results from our experiments show that our pro-
posed RIPO transformer equipped with FME outperforms
the SOTA transformers (i.e., music and linear transformer)
using different embedding methods in a melody completion
task. In a music generation task, we notice that our proposed
model is the only model that is not affected by the notorious
degeneration phenomenon. The music generated by our pro-
posed RIPO transformer outperforms the SOTA transform-
ers in both subjective and objective evaluations.
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8 Appendix
8.1 Proof of the Translational Invariance

Property
The L2 distance between fa and fb in the FME space is cal-
culated as follows:

‖FMEF (fa)−FMEF (fb)‖2 = (

d
2−1∑
k=0

(Pk(fa)−Pk(fb))
2)

1
2

(12)
(Pk(fa)− Pk(fb))

2 = [sin(wkfa)− sin(wkfb)]
2

+ [cos(wkfa)− cos(wkfb)]2

= 2− 2cos(wk(fa − fb))
= 2− 2cos(wk|fa − fb|)

(13)

In Equation 13, the trainable bias vector in Pk(f) is can-
celled out and fa − fb is converted to its absolute value
|fa − fb| since the cosine function is even. By plugging
Equation 13 in Equation 12, we obtain:

‖FMEF (fa)−FMEF (fb)‖2 = [d−2

d
2−1∑
k=0

cos(wk|fa−fb|)]
1
2

(14)
As a result, in Equation 14 we show that for any token pair
with the same relative attribute (i.e., interval = |fa−fb|), the
L2 distance between the embedded tokens in the FME space
is equal because the L2 distance only depends on |fa − fb|.

Next, we will discuss the relationship between |fa − fb|
and their L2 distance in the FME space. This can be inter-
preted as: if the interval between two pitches increases, how
will the L2 distance between the pitch pair in the FME space
change? Since the cosine function is 2π-periodic, in Equa-
tion 14 by replacing fb with fb+ 2πm

wk
wherem is an integer,

the same L2 distance would be obtained. Empirically in our
experiments, we set the B value in Equation 1 in Section 3
to be 9,919 and 7,920 for FMEP and FMED respectively
and we set d = 256. We can hence obtain a function plot of
|fa− fb| versus ‖FMEF (fa)−FMEF (fb)‖2 in Figure 5.
From the figure, the L2 distance, overall, increases with an
increasing interval |fa − fb|. Yet, we observe that the oscil-
lating behaviour for large interval values.

8.2 Proof of the Transposability Property
In this section, we prove that in the FME space, a relative
embedding FMSF (∆f) can be utilized to transpose any
embedded FMT: FMEF (f) to FMEF (f + ∆f). We first
construct a transformation sub-matrix Tk(∆f) as follows
using Ak(∆f) which is defined in Equation 4 in Section 3:

Tk(∆f) =

[[
0 1
−1 0

]
·Ak(∆f)T Ak(∆f)T

]
=

[
cos(wk∆f) sin(wk∆f)
−sin(wk∆f) cos(wk∆f)

] (15)

The transformation matrix T (∆f) is obtained by arrang-
ing the sub-matrices into a block diagonal matrix (using the

Figure 5: The relationship between |fa − fb| and their L2
distance in the FME space.

torch.block_diag() function):

T (∆f) =

T0(∆f)
. . .

T d
2−1(∆f)

 (16)

We prove the transposability property in Equation 17 where

the bias vector B = [b0sin, b
0
cos, ..., b

d
2−1
sin , b

d
2−1
cos ] is defined

in FMEF (f) in Section 3 Equation 2. From Equation 17,
we observe that FMEF (f + ∆f) can be directly obtained
from FMEF (f) and T (∆f) (which is constructed from the
FMSF (∆f)) via a linear operation thus fulfilling the trans-
posability property.

FMEF (f + ∆f) = [T (∆f) · (FMEF (f)−B)T ]T +B
(17)

Readers are invited to use the code and google colab tuto-
rial provided in Github repository to test and explore the
translational invariance and transposability property of the
proposed FME.

8.3 Implementation details
Data preprocessing The pitch dictionary size is 131
which includes 128 MIDI pitches and 3 non-FMTs: the
“pad” token, the “rest” token and the “sustain” token. The
duration dictionary size is 17 which includes 16 duration to-
kens (from a 16th note to a whole note) and the “pad” token.

Fundamental Music Embedding and parameters The
B value in Equation 1 for FMEP and FMSP is 9,919.
The B value for FMED, FMSD, FMEO and FMSO is
7,920. They are set to be co-prime to each other.

The B values of PEO in Equation 6, FMEO in Equation
7 and FMED in Equation 10 are set to be equal in order for
RIPO attention layers to link the onset information (of the
data) with the position information (of the model).

Transformer details We implement our RIPO trans-
former using PyTorch, and we provide the code of the pro-
posed RIPO attention in the GitHub repository. The training
batch size is 16. We use Adam Optimizer with a learning
rate of 0.001 with a scheduling decay. We use 2 attention
layers (equipped with 8 attention heads) for all the models



Figure 6: Music generated by the RIPO transformer and the best baseline model.

in the paper. The hidden dimension size for the transformer
is 256.

8.4 Visualization of the generated music
Figure 6 shows three pairs of generated music from our pro-
posed RIPO transformer and the best baseline model in pi-
anoroll notation. Each pair of music shares the same melodic
seed. We notice that the music generated by our proposed
RIPO transformer is able to generate “arpeggios” and inter-
esting melodic movements even in an unconditional setting
whereas the baseline models hardly generate these melodic
movements. Instead, even with increased sampling tempera-
ture, the degeneration phenomenon still exists in the results
generated by the baseline model. Readers are invited to lis-
ten to the samples provided in the GitHub Repository.

8.5 Discussion
8.6 Relationship between FME and REMI/CP
REMI and CP are data representations (high level) while
FME is a type of embedding (low level). In other words,
FME can be integrated into the existing event-based data
representations by replacing WE with FME when embed-
ding FMTs. For instance, given a REMI sequence = [...
, vel(30), pitch(60), dur(4), ...]. Compared to the embed-
ded REMI sequence: [... , WE(30), WE(60), WE(4), ...],
the FME-enhanced REMI will be: [..., WE(30), FME p(60),
FME d(4), ...].

Our data representation which is illustrated in Fig. 2, data
encoding, is similar to the CP representation but without the
performance attribute.


